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Abstract
The analysis and the evolution of dependencies are central issues in software development. They can be studied from an ego-centric perspective, i.e., focusing on a given software artifact and its dependencies. But the scope can also be enlarged to take into account the whole context in which these artifacts and their dependencies evolve, i.e., ecosystems. Our general objective is to study how the knowledge about these ecosystems can guide developers in evolving software artifacts and their dependencies. In this paper we perform a preliminary study of the Maven ecosystem with reference to two metrics related to software artifact releases, namely rhythm and speed.
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1. Introduction
Using dependencies to third parties is popular because it reduces development time and improves software quality [1]. Yet, this comes at a cost as these dependencies increase the architectural complexity and maintenance costs.

Raemaekers et al. [2] studied in 2012 third-party stability through version analysis, and concluded that depending on old third-party versions is a "maintenance debt". Updating dependencies may however lead to a dilemma, since it may cause breaking changes [3]. A trade-off has then to be found in dependency management between keeping dependencies as is, and, e.g., missing security patches, or updating them, and possibly being hit by new bugs.

The study of dependencies may be achieved with a single system (ego-centric) perspective, or with an ecosystem one. The former may increase the quality of the system of interest, through the analysis of dependencies within the system (endo-dependencies) or with third parties (exo-dependencies) [4]. The latter paves the way to the empirical study of dependencies and, possibly, allows one to develop concepts and development practices based on ecosystem-wide knowledge.
In 2015, Cox et al. proposed a metric to measure the dependency “freshness” and applied it, for a single third-party, on a whole ecosystem [5]. Thereafter, González-Barahona et al. proposed the “technical lag” concept, focusing on the relation to vulnerabilities and bugs [6, 7]. Since 2018, several authors have carried out studies concerning technical lag in ecosystems. This has led to analyses for Linux distributions [8, 9], Docker Hub [10], package managers [11] and more specifically for npm [12, 13, 14, 15]. In 2021, Soto-Valero et al. [16], presented the notion of “bloated dependencies”, and analyzed their presence in the Maven ecosystem.

In this paper, alike the above-mentioned works, we take an ecosystem perspective on third-party and dependency study. Working in the context of industrial applications with both Java and Javascript dependencies, we decide to focus, first, on the Maven ecosystem, which has been less studied than the npm one. While a snapshot of Maven Central is available for study [17], dated 2018, Ochoa et al. have shown how knowledge and truths could change over a few years [18]. As a consequence, we propose first a study of Maven in 2022, differences with 2018 being clear in Table 1.

We want to define metrics according to the evolution in time. These metrics are part of a larger study related to the quality of dependencies in software ecosystems. The goal is to make software safer and more maintainable by improving its structural quality. This paper introduces two new metrics related to artifacts and releases in ecosystems, namely rhythm and speed. We will therefore introduce these terms first and then review some possible applications of them. We believe that these metrics will help to solve the trade-off between updating or not a dependency [19] by tracking the dynamics of a package or ecosystem over time (e.g. accelerating releases may indicate a need to update the dependency). The research questions that these metrics enable us to study, and the related analyses, are presented in Sections 4 and 5. Experimental data and our Python Jupyter notebooks are available at [20].

2. Metrics for the Ecosystem Analysis

A software artifact release (or release for short) in the Maven ecosystem can be identified by a triple $x : y : z$, where $x$ is the group id, $y$ is the artifact id, and $z$ is the version. An artifact can indeed be denoted using only the first two parts of a release, i.e., $x : y$. Given a release $r$, $date(r)$ denotes its release date. Given two subsequent releases $r_{i-1} = x : y : v_{i-1}$ and $r_i = x : y : v_i$ of an artifact, $time(r_i)$ denotes the number of days between the two releases, i.e., $date(r_i) - date(r_{i-1})$. When $r_i$ is the first release of an artifact, $time(r_i)$ is 0. We use $[d_1 - d_2]$ to denote the time interval between $d_1$ and $d_2$. We may use $[0 - d_2]$ to denote time up to $d_2$ and $[0 - \infty]$ to denote the whole time. Given an artifact $a$ and a time interval $[d_1 - d_2]$, $releases_{[d_1 - d_2]}(a)$ denotes the time-ordered sequence $(r_1, \ldots, r_i, \ldots, r_n)$ of releases of $a$ in $[d_1 - d_2]$. Finally, given an ecosystem $\epsilon$, $artifacts(\epsilon)$ denotes the set of artifacts in $\epsilon$. We may now introduce our two metrics: rhythm and speed.

**Definition 1 (Rhythm).** The release rhythm (or rhythm for short) of an artifact $a$ over a time interval $[d_1 - d_2]$, denoted by $R_{[d_1 - d_2]}(a)$, is given by the formula:

$$R_{[d_1 - d_2]}(a) = (time(r_1), \ldots, time(r_i), \ldots, time(r_n))$$  \hspace{1cm} (1)

with $(r_1, \ldots, r_i, \ldots, r_n) = releases_{[d_1 - d_2]}(a)$. 


Definition 2 (Speed). The average speed (or speed for short) of an artifact $a$ over a time interval $[d_1 - d_2]$, denoted by $\overline{v}_{d_1-d_2}(a)$, is given by the formula:

$$\overline{v}_{d_1-d_2}(a) = \frac{|releases_{d_1-d_2}(a)|}{(d_2 - d_1)}$$  (2)

where $|s|$ denotes the size of sequence $s$. The speed is measured in releases per day ($r/d$).

Speed can be lifted up to ecosystems.

Definition 3 (Ecosystem Speed). The average speed (or speed for short) of an ecosystem $\epsilon$ over a time interval $[d_1 - d_2]$, denoted by $\overline{v}_{d_1-d_2}(\epsilon)$, is given by the formula:

$$\overline{v}_{d_1-d_2}(\epsilon) = \sum_{a \in artifacts(\epsilon)} \frac{|releases_{d_1-d_2}(a)|}{(d_2 - d_1) \times |artifacts(\epsilon)|}$$  (3)

One can note (i) that the speed of an artifact $a$ is the speed of an ecosystem that is composed only of $a$ and (ii) that we also have:

$$\overline{v}_{d_1-d_2}(\epsilon) = \sum_{a \in artifacts(\epsilon)} \overline{v}_{d_1-d_2}(a)$$  (4)

3. Presentation of the Datasets

In this section, we present the two datasets we use to perform the analysis of the Maven ecosystem (see Tab. 1).

3.1. Maven Dependency Graph (MDG)

This dataset has been proposed by Benelallam et al. in [17]. It is a graph-based representation of a snapshot of the Maven Central repository at September 6th, 2018. Its vertices include for each release its id, the packaging type (jar, war, ear), and the release date. Two kinds of edges are used: one for the precedence relationship between releases (e.g., $x:y:1.0.0$ is next to $x:y:1.0.0$) and one for the dependency relationship between artifact releases given a context (e.g., $x_1:y_1:z_1$ depends on $x_2:y_2:z_2$ for the compiling context). As stated in [17] the data collection has been achieved by "retrieving pom.xml files (at least one per artifact) from Maven Central and parsing them to retrieve metadata".

Table 1
Descriptive statistics about the MDG (2018-09-06) and the MCI (2022-06-10) datasets.

<table>
<thead>
<tr>
<th>Property</th>
<th>MDG</th>
<th>MCI</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Releases (unique $x:y:z$)</td>
<td>2,407,335</td>
<td>9,060,212</td>
<td>276%</td>
</tr>
<tr>
<td>Artifacts (unique $x:y$ in $x:y:z$)</td>
<td>223,478</td>
<td>477,707</td>
<td>113%</td>
</tr>
<tr>
<td>Groups (unique $x$ in $x:y:z$)</td>
<td>35,699</td>
<td>66,139</td>
<td>85%</td>
</tr>
<tr>
<td>Upgrades (release evolutions)</td>
<td>2,183,845</td>
<td>8,836,734</td>
<td>304%</td>
</tr>
<tr>
<td>Dependency relationships</td>
<td>9,715,669</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
3.2. Maven Central Index extraction (MCI)

The MCI is available at Maven Central\(^1\). It contains all artifacts, updated weekly. We will use the version at June 10\(^{th}\), 2022. From the MCI we obtain a Lucene database using scripts available at Maven Central and then we extract CSV files from it. These CSV files are available at [20]. As for the MDG, this dataset includes release ids and release dates. However, it does not (yet) include dependency information.

It is interesting to see how the number of releases has grown in almost 4 years between the MDG snapshot and the more recent MCI one. There is an important increase, which makes it interesting to have recent data. We study the increase of ecosystem speed in Section 4.1, but it would be interesting to study this behavior in more detail, especially by comparing it with npm for example.

4. Dependency-independent Analysis

In this section, we study the Maven ecosystem independently of the dependencies between releases. We wish to address two research questions:

- **RQ1**: How do rhythm and speed evolve over time in the Maven ecosystem?
- **RQ2**: Can important events in the life of an artifact be observed through the prism of rhythm?

4.1. Analysis of the Maven ecosystem evolution

Table 1 shows an important increase in the number of releases between 2018 and 2022. This raises the question of the evolution of rhythm between these two years.

To answer this question, we took the MCI dataset and computed the distribution of times between releases (\(dtbr\)) respectively for all years up to 2018 and for all years up to 2022. For this we used the following function:

\[
dtbr(i) = \{ \text{time}(r) \mid a \in \text{artifacts}(e) \land r \in \text{releases}_i(a) \land \text{time}(r) \neq 0 \}
\]

where \(i\) is a date interval. This regroups all non-null times between releases for releases with a date in the interval. Here, we use the [0 – 31/12/2018] and [0 – 31/12/2022] intervals and the result is shown in Table 2.

We can consider that, regarding the date of the corresponding release, a release time around Q1 is fast, around Q3 is slow, and around the median is medium compared to the ecosystem. We can see that, within 4 years, the time between releases decreased which suggests an overall acceleration.

Let us now study the general evolution of both rhythm and speed for all years between 2005 and 2022. We followed the same approach as before for aggregating the rhythm, this time

\(^1\)https://maven.apache.org/repository/central-index.html
focusing only on years of interest (instead of up-to), so given some year $y$ we use Function (5) with $\mathbf{i} = [01/01/y–31/12/y]$ (instead of $[0–31/12/y]$).

The result is given in Figure 1. Each box-plot corresponds to the aggregated rhythm for the year of interest, while speed is computed using Formula 2 with yearly intervals. Note that 2022 is taken into account only until June, 10th.

We can observe an accelerating trend except for the period between 2009 and 2012 when there is a deceleration. We can also distinguish different parts. There is an acceleration between 2005 and 2009, a deceleration between 2009 and 2012, a new acceleration between 2012 and 2019, and finally a more important acceleration since 2019. It would be interesting to study the possible causes of these variations (new Java or Maven release? COVID-19 emergence?). While this preliminary study does not aim at finding causality relationships, these questions could be addressed in a later study.

If we observe now the evolution of rhythm at the artifact level, we get the result presented in Figure 2a. In this figure, we have computed the average time to release the $x^{th}$ version of

<table>
<thead>
<tr>
<th></th>
<th>MCI up to 2018</th>
<th>MCI up to 2022</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medians</td>
<td>14.0</td>
<td>9.0</td>
</tr>
<tr>
<td>Means</td>
<td>43.9</td>
<td>35.6</td>
</tr>
<tr>
<td>Q1</td>
<td>4.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Q3</td>
<td>43.0</td>
<td>32.0</td>
</tr>
<tr>
<td>Minimums</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Maximums</td>
<td>101</td>
<td>77</td>
</tr>
<tr>
<td>Outlier maximums</td>
<td>4341</td>
<td>5206</td>
</tr>
</tbody>
</table>

![Figure 1: Evolution of aggregated rhythm and speed in the Maven ecosystem between 2005 and 2022.](image-url)
artifacts, i.e., using the following formula:

$$f_6(x) = \frac{\sum_{r \in x^{ths}(\epsilon, x)} time(r)}{|x^{ths}(\epsilon, x)|}$$

where $x$ is the rank of the version (e.g., 4 means it is the fourth) and $x^{ths}(\epsilon, x) = \bigcup_{a \in \text{artifacts}(\epsilon)} \text{releases}_{[0, \infty]}(a)[x]$.

From the figure we can see, e.g., that on average the second release of an artifact takes about 85 days to release, while its 50th release takes only 20 days.

It seems that the more mature an artifact is, the more its rhythm tends to accelerate. But the reality is more complex than that. It is important to distinguish several groups in the ecosystem and to compare them independently. Indeed the artifacts with many releases have a different rhythm than those with few releases, and the proportion of artifacts with 10 releases is not at all the same as those with 400 releases.

Figure 2b, focuses only on the (931) artifacts with more than 400 releases. We can see that they have immediately a very low time between releases. It would be interesting to define groups of artifacts in the ecosystem to be able to associate a given artifact to the right group and compare it (based on rhythm and speed) more precisely.

4.2. Analysis of the evolution of an artifact: log4j-core

We will now see if rhythm allows us to observe changes in an artifact’s life. Each artifact has a different rhythm, so to know if a release was faster than the others we have to perform an analysis at the artifact level.

Take the example of Apache Log4j2 (more precisely, artifact org.apache.logging.log4j:log4j-core), the most used logger library in the Java world. On December 9th, 2021, a level 10 security fault (CVE-2021-44228) was discovered which impacted a large number of artifacts depending on it. The rhythm distribution of Log4j2 before the issue discovery (last version on March 7th, 2021) was medians: 63.0, Q1: 26.5, Q3: 124.0, which position it as a slow library compared to the Maven ecosystem (see Sect. 4.1). At the time of writing this paper, the last version is dated February 23rd, 2022, and the rhythm distribution is medians: 48.5, Q1: 19.0, Q3: 114.2. We can see that the security issue has had an impact.

The blue plot in Figure 3 shows the rhythm of the project since 2020. If we focus on $[07/03/2021 - 23/02/2022]$, we get $[277, 4, 1, 4, 2, 1, 6, 1, 1, 56]$. We observe a sharp drop on
the same day as the issue was discovered. Speed had already suffered decelerations in the past, but this one is distinguished by the fact that the drop is vertical and is followed by a plateau. We can therefore say that there is a strong reactivity, a period of stabilization and then a beginning of a return to normal.

Rhythm allowed us to observe a change in the life of Log4j2, through the imprint it had. Yet, it would be interesting to analyze the whole Maven ecosystem to search for such patterns and see, e.g., if there is a correlation between CVEs and rhythm changes.

5. Dependency-aware analysis

In this section, we bring dependencies into the big picture. We wish to address one research question:

• RQ3: Does the rhythm of an artifact have an impact on the rhythm of artifacts that depend on it?

Since we have seen in Section 4.2 how the rhythm of Log4j2 evolved concerning CVE-2021-44228, we will address this question on this artifact.

To recover dependency information, we searched, in the Maven Repository\footnote{https://mvnrepository.com/}, for the uses of the last version of log4j-core before the discovery of the issue, namely version 2.14.1 released on March 12\textsuperscript{th}, 2021. Not having found either an API or export mechanisms for this, we created a script for browsing and parsing the Web pages to find the dependent artifacts. This gave us 500 different releases, for 149 distinct artifacts. The data is, again, available at [20].

In Figure 3, we have seen that the blue plot is the Log4j2 rhythm from 2020 to 2022. The red plot shows the average rhythm of the Log4j2 dependents on the same period. Finally, the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Evolution of the Log4j2 rhythm and relation to its dependents.}
\end{figure}
green plot shows the total number of releases of these dependents. All three plots are computed monthly.

We notice an increase in the number of releases of dependents in the month of the CVE-2021-44228 discovery. In December 2021, 224 artifacts have made a release, the release time median is 5 days, with a minimum value at 1 day and a maximum value at 594 days. Yet, the average rhythm of these dependents does not show a significant variation. Possibly, artifacts that had not been released for a long time and those that had just been released compensate for each other. Thus, we can conclude that the average rhythm is not a tool precise enough to study the effect of an artifact on its dependents.

6. Limitations & Threats to Validity

First of all, our analyses are based on extractions from Maven Central. Results may therefore not apply to all of the Maven or Java ecosystem. Broadly, we need to study if our concepts are amenable to software ecosystems in general.

We made artifact-centered experiments on Log4j2, with time intervals centered around the CVE-2021-44228 discovery. This required to use the MCI dataset and own-made dependency extraction. To generalize these experiments, we would have either to use the MDG dataset and limit to 2018, update MDG, or add dependencies in our MCI extraction.

In experiments based on the time between release values or rhythm, we do not take into account releases with a time value of 0 (any \( r \) such that \( \text{time}(r) = 0 \)). This occurs for the first releases of artifacts or if an artifact has several releases on the same day. We should study the impact of this choice.

Finally, a need for categorization arises when comparing a specific artifact to the ecosystem. This is due to possible heterogeneity between artifacts (we have seen an example of this in Fig. 2a and 2b). It would be interesting to use labeling information (e.g., the Maven categories of artifacts) or to use clustering to be able to relate a given artifact to close ones.

7. Conclusion & Perspectives

In this paper, we have studied the rhythm and speed of Maven Central until June 10\(^{th}\), 2022. We have explored possible applications of these metrics. It will be necessary to deepen their applications, but we believe that they can be useful in the management and analysis of dependencies. We have observed a general trend toward a decrease in time between releases, and accordingly an increase in speed, even as the number of artifacts in the ecosystem increases. We were also able to observe a correlation between the number of releases of an artifact and its rhythm. Finally, we have seen that an event in the life of an artifact could have a visible imprint on its rhythm and that we could observe a change of behavior in the artifacts depending on it, even if not on their rhythm.

This preliminary study paves the way to further analyses such as clustering based on rhythm and speed. We have first results showing a possible relation between the number of dependents of an artifact and its speed. We have not been able to talk about it in this paper, due to room running short, but our experimentation on the MDG dataset is available at [20].
A first perspective is to study how the knowledge of the rhythm and speed of one’s system dependencies, including relative to the ecosystem, may help in managing these dependencies, e.g., prioritizing upgrades or selecting alternatives. Another perspective is related to the comparison of the Maven and npm ecosystems, first from the rhythm and speed perspective. We also want to extend the MDG dataset dependency graph model (or define our own) in three directions. First, we want to support metrics related to aging dependencies, such as freshness [5], and study how they compose transitively (along dependencies of dependencies). The second extension is concerned with the expressiveness of dependency requirements. Maven for example supports version ranges. Multiple dependency versions are also possible up to transitivity and Maven has its own resolution algorithm for this. A consequence is that the effective dependency used at some date $d_1$ may be different from the one used at $d_2$, even if the POM file has not changed in between. A dependency graph should support expressive dependency constraints rather than hardcoded dependency relations as in the MDG dataset, and realization of constraints (fixing the version to be used) only when needed. The last extension is to include other parts of the ecosystem in its dependency graph. Examples include the compiler, virtual machine, and build system versions, which have an impact, e.g., on the success of a system build.
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